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Pinpoint “hot” words

Artificial Intelligence

Al

broad concept, whereby machine mimics human behaviour

Machine Learning (a.k.a. Statistical Learning, Classical Learning)

subset of Al which uses statistical methods

(features are designed by the user)

Deep Learning (a.k.a. Modern Machine Learning)
subset of ML, which uses multi-layered neural networks
(features are learned by the network)

ML: lectures 07, 08 (today), 09
DL: lectures 10, 11, 12
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What we will introduce in the ML lectures:

Machine

Learning

/

Supervised Learning

» Learning algorithm is presented inputs and desired outputs:
training data D = (in, out)

» Goal: learn a general rule f that maps inputs to outputs
f(in) = out

= Regression task: out is a continuous number
e.g. linear regression, polynomial regression

= Classification task: out is a nominal number (class label)
e.g. kNN, SVM, Logistic Regression

T

Unsupervised Learning

» No training data is given to the learning algorithm

» Goal: find structure data, discover hidden patterns, learn
features

= Dimension reduction, e.g. PCA
— also used to craft features

= Clustering task, e.g. K-means

11 /54
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Classification based on features

1. overview

Classification task

= Goal:

Learn the mapping between low level features,
and high level information (c.g. semantic classes)

NB: “features” is here used in a broad sense, not the
“descriptors” introduced in lecture 06 (e.g. HOG,
SIFT)

= Steps:

1. features extraction (e.g. handcrafted, PCA)
2. learning algorithm (e.g. SVM)

Input
(e.g. satellite image)

|

Feature extraction
(e.g. handcrafted, PCA)

|

Learning Algorithm
(e.g. SVM)

\

Output (classification)
(e.g. land-use:

forest, urban, lake, etc.)

13 /54



Classification based on features

2. linear decision boundary: toy example

Toy example (courtesy of Andreas Ley & Ronny Hinsch)

= Task:
= classify fruit images into either bananas or apples

14 /54
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Classification based on features

2. linear decision boundary: toy example

Toy example (courtesy of Andreas Ley & Ronny Hinsch)

= Task:
= classify fruit images into either bananas or apples

= Features (hand-crafted):
= Hue (yellow to red) & Elongation (max/min extent)
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Classification based on features

2. linear decision boundary: toy example

Toy example (courtesy of Andreas Ley & Ronny Hinsch)

= Task:
= classify fruit images into either bananas or apples

= Features (hand-crafted):

= Hue (yellow to red) & Elongation (max/min extent) A
= representation of input data in 2D feature space Stick-like— ° °
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Classification based on features

2. linear decision boundary: toy example

Toy example (courtesy of Andreas Ley & Ronny Hinsch)

= Task:
= classify fruit images into either bananas or apples

= Features (hand-crafted):

= Hue (yellow to red) & Elongation (max/min extent) A
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Classification based on features

2. linear decision boundary: toy example

Toy example (courtesy of Andreas Ley & Ronny Hinsch)

= Task:
= classify fruit images into either bananas or apples

= Features (hand-crafted):
= Hue (yellow to red) & Elongation (max/min extent) A
= representation of input data in 2D feature space Stick-like— °
= can we “learn” which part of the feature space is
bananas/apples?

m
= Learning algorithm: é ®o L4 8% Bananas
= simple idea: split feature space into two half spaces §-
® o
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Classification based on features

2. linear decision boundary: toy example

Toy example (courtesy of Andreas Ley & Ronny Hinsch)

= Task:
= classify fruit images into either bananas or apples

= Features (hand-crafted):
= Hue (yellow to red) & Elongation (max/min extent) A
= representation of input data in 2D feature space Stick-like—
= can we “learn” which part of the feature space is
bananas/apples?

m
<)

R R Bananas
= Learning algorithm: §
= simple idea: split feature space into two half spaces s
= classify data based on linear decision boundary >

Spherical |
T T >
Green Yellow Red
Hue
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Classification based on features

2. linear decision boundary: toy example

Toy example (courtesy of Andreas Ley & Ronny Hinsch)

= Task:
= classify fruit images into either bananas or apples

= Features (hand-crafted):
= Hue (yellow to red) & Elongation (max/min extent) A
= representation of input data in 2D feature space ®
= can we “learn” which part of the feature space is
bananas/apples?

= Learning algorithm:
= simple idea: split feature space into two half spaces
= classify data based on linear decision boundary

= perceptron: | y = sign(w’x + b)

y € {—1,1}: predicted class — banana or apple
x € R2: feature vector — [hue, elongation]

w € R?: “weight vector” — needs to be learned -b/lwl| @ [ i -
b € R: “bias” — needs to be learned -
sign: sign function returning the sign of a real number
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Classification based on features

2. linear decision boundary: toy example

Toy example (courtesy of Andreas Ley & Ronny Hinsch)
—_— NB: Support Vector Machine (SVM)

can be used to find the best decision boundary
(i.e. which maximizes distance to data points)
— next lecture!

= Task:
= classify fruit images into either bananas or apples

= Features (hand-crafted):
= Hue (yellow to red) & Elongation (max/min extent) A
= representation of input data in 2D feature space
= can we “learn” which part of the feature space is
bananas/apples?

= Learning algorithm:
= simple idea: split feature space into two half spaces
= classify data based on linear decision boundary

= perceptron: | y = sign(w’x + b)

y € {—1,1}: predicted class — banana or apple

x € R2: feature vector — [hue, elongation] P ®
' @

w € R?: “weight vector” — needs to be learned -b/lwl| @ °® i

b € R: “bias” — needs to be learned

sign: sign function returning the sign of a real number
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Classification based on features

3. non-linear decision boundary: k-NN algorithm

What if this linear separability does not exists? (courtesy of Andreas Ley & Ronny Hansch)

= Problem:
= feature space often not linearly separable °
L]
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Classification based on features

3. non-linear decision boundary: k-NN algorithm

What if this linear separability does not exists? (courtesy of Andreas Ley & Ronny Hansch)

= Problem:
= feature space often not linearly separable
= needs non-linear decision boundary
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Classification based on features

3. non-linear decision boundary: k-NN algorithm

What if this linear separability does not exists? (courtesy of Andreas Ley & Ronny Hansch)

= Problem:
= feature space often not linearly separable
= needs non-linear decision boundary

= Classification algorithm:
= k-Nearest-Neighbors (KNN)
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Classification based on features

3. non-linear decision boundary: k-NN algorithm

What if this linear separability does not exists? (courtesy of Andreas Ley & Ronny Hansch)

= Problem: )
= feature space often not linearly separable P
= needs non-linear decision boundary (o) ®
S . e ©
= Classification algorithm: ®
= k-Nearest-Neighbors (KNN) P PY
o . o
1. take random data points in the training dataset o ®
o e O
) @
o )
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Classification based on features

3. non-linear decision boundary: k-NN algorithm

What if this linear separability does not exists? (courtesy of Andreas Ley & Ronny Hansch)

= Problem:
= feature space often not linearly separable
= needs non-linear decision boundary ®

= Classification algorithm:
= k-Nearest-Neighbors (KNN) PY

1. take random data points in the training dataset
2. for a sample find the k (e.g. 5) closest data points in
the training dataset [
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Classification based on features

3. non-linear decision boundary: k-NN algorithm

What if this linear separability does not exists? (courtesy of Andreas Ley & Ronny Hansch)

= Problem:
= feature space often not linearly separable
= needs non-linear decision boundary

= Classification algorithm:
= k-Nearest-Neighbors (KNN)

1. take random data points in the training dataset

2. for a sample find the k (e.g. 5) closest data points in
the training dataset

3. look at the neighbor labels, return/assign the mode
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Classification based on features

3. non-linear decision boundary: k-NN algorithm

What if this linear separability does not exists? (courtesy of Andreas Ley & Ronny Hansch)

= Problem:
= feature space often not linearly separable
= needs non-linear decision boundary

= Classification algorithm:
= k-Nearest-Neighbors (KNN)

1. take random data points in the training dataset

2. for a sample find the k (e.g. 5) closest data points in
the training dataset

3. look at the neighbor labels, return/assign the mode

4. decision boundary can be designed as probability
meshgrids
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Classification based on features

3. non-linear decision boundary: k-NN algorithm

kNN examples

simple case hard case
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Classification based on features

3. non-linear decision boundary: k-NN algorithm

kNN examples
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Classification based on features

3. non-linear decision boundary: k-NN algorithm

kNN examples

k=5 k=5
®
@
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Classification based on features

3. non-linear decision boundary: k-NN algorithm

kNN examples
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Feature extraction (dimension reduction)

1. PCA

Feature extraction:
= handcrafting features is nice, but can we do better?

Input
(e.g. satellite image)

\

Feature extraction
(e.g. handcrafted, PCA)

\4

Learning Algorithm
(e.g. SVM)

\4

Output (classification)
(e.g. land-use)
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Feature extraction (dimension reduction)

1. PCA

Feature extraction:
= handcrafting features is nice, but can we do better?
= find a space where samples from different classes are well separable

Input
(e.g. satellite image)

\

Feature extraction Input space Feature space
(e.g. handcrafted, PCA)

\4

Learning Algorithm
(e.g. SVM)

\4

Output (classification)
(e.g. land-use)
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Feature extraction (dimension reduction)

1. PCA

Feature extraction:

= Principal Component Analysis (PCA) — represent data in a space that best describes the data variation
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Feature extraction (dimension reduction)

1. PCA

Feature extraction:

= Principal Component Analysis (PCA) — represent data in a space that best describes the data variation

EX: intuitive representation of PCA (video):
How to take a picture to capture the most information about the teapot?

37 /54


https://www.youtube.com/watch?v=BfTMmoDFXyE

Feature extraction (dimension reduction)

1. PCA

Feature extraction:

= Principal Component Analysis (PCA) — represent data in a space that best describes the data variation

EX: intuitive representation of PCA (video):
How to take a picture to capture the most information about the teapot?
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Feature extraction (dimension reduction)

1. PCA

Feature extraction:

= Principal Component Analysis (PCA) — represent data in a space that best describes the data variation

EX: intuitive representation of PCA (video):
How to take a picture that captures the most information about the teapot?

principal component
1st “eigen vector”
(longest axis)
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Feature extraction (dimension reduction)

1. PCA

Feature extraction:

= Principal Component Analysis (PCA) — represent data in a space that best describes the data variation

EX: intuitive representation of PCA (video):
How to take a picture that captures the most information about the teapot?

principal component
1st “eigen vector”
(longest axis)

2nd principal component
= 2nd “eigen vector”
(2nd longest axis L to 1st axis)
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Feature extraction (dimension reduction)

1. PCA

Feature extraction:

= Principal Component Analysis (PCA) — represent data in a space that best describes the data variation

= PCA can be used to reduce data dimensions — will reduce computational load of the classifier

41 /54



Feature extraction (dimension reduction)

1. PCA

PCA toy example (inspired by this post)

We have several wine bottles in our cellar, described by different features: alcohol, color, etc.
However many features will measure related properties, and so will be redundant.

alcohol malic_acld ash alcalinity_of ash magnesium total_phenols flavanolds nonflavanold_phenols proanthocyanins color_Intensity hue

0 1223 171 243 156 127.0 2.80 206 028 229 564 104

11320 178 214 1.2 100.0 265 276 0.26 1.28 438 105
uuk}“jg!vv' 2 1316 236 267 18.6 101.0 2.80 324 030 2581 568 103
I | 3 1497 195 250 16.8 113.0 385 349 0.24 218 7.80 0.86

A A ! I a 1324 259 287 21.0 118.0 2.80 2569 0.33 182 432 104

A
R e e AW e, . e
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Feature extraction (dimension reduction)

1. PCA

PCA toy example (inspired by this post)

We have several wine bottles in our cellar, described by different features: alcohol, color, etc.
However many features will measure related properties, and so will be redundant.

alcohol malic_acld ash alcalinity_of ash magnesium total_phenols flavanolds nonflavanold_phenols proanthocyanins color_Intensity hue

0 143 171 243 156 127.0 280 3.08 0.28 229 564 1.04

1 1320 178 214 12 100.0 265 276 0.26 128 438 105

UU\."R JQ!"' 2 1316 235 267 186 1010 280 324 0.30 281 568 1.03
|

|

I 3 1437 195 250 16.8 113.0 385 349 024 2.18 7.80 0.86

A A J§ a4 1324 259 287 21.0 118.0 2.80 2,69 0.39 182 432 104
S A e e .

= PCA allows to summarize each wine with fewer characteristics
= reduce data dimensions

43 /54


https://stats.stackexchange.com/questions/2691/making-sense-of-principal-component-analysis-eigenvectors-eigenvalues

Feature extraction (dimension reduction)

1. PCA

PCA toy examp|e (inspired by this post)

We have several wine bottles in our cellar, described by different features: alcohol, color, etc.
However many features will measure related properties, and so will be redundant.

alcohol malic_acld ash alcalinity_of ash magnesium total_phenols flavanolds nonflavanold_phenols proanthocyanins color_Intensity hue

0 1a23 171 243 156 127.0 280 3.06 0.28 229 564 1.04
—— . 11320 178 2144 112 100.0 2565 276 0.26 128 438 105
UU\}K ]D’ " 2 1316 236 267 186 101.0 280 324 0.30 281 568 1.03
T TS T L
| I 3 437 195 250 168 1130 385 349 024 218 7.80 086
A '\ '} '} \ J§ 4 1324 259 287 21.0 1180 2.80 269 0.39 1.82 432 1.04
A e T - T _ SR e .

= PCA allows to summarize each wine with fewer characteristics
= reduce data dimensions

= PCA does not select some features and discards others,
instead it defines new features (using linear combinations of available features)
which will best represent wine variability
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Feature extraction (dimension reduction)

1. PCA

PCA toy examp|e (inspired by this post)

We have several wine bottles in our cellar, described by different features: alcohol, color, etc.
However many features will measure related properties, and so will be redundant.

alcohol malic_acld ash alcalinity_of ash magnesium total_phenols flavanolds nonflavanold_phenols proanthocyanins color_Intensity hue

0 1a23 171 243 156 127.0 280 3.06 0.28 229 564 1.04
—— . 11320 178 2144 112 100.0 2565 276 0.26 128 438 105
UU\}K ]D’ " 2 1316 236 267 186 101.0 280 324 0.30 281 568 1.03
T TS T L
| I 3 437 195 250 168 1130 385 349 024 218 7.80 086
A '\ '} '} \ J§ 4 1324 259 287 21.0 1180 2.80 269 0.39 1.82 432 1.04
A e T - T _ SR e .

= PCA allows to summarize each wine with fewer characteristics
= reduce data dimensions

= PCA does not select some features and discards others,
instead it defines new features (using linear combinations of available features)
which will best represent wine variability

How?
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Feature extraction (dimension reduction)

1. PCA

Consider 2 correlated features x and y:
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Feature extraction (dimension reduction)

1. PCA

Consider 2 correlated features x and y:

= a new “feature” (red dots e) can be constructed by
drawing a line through the cloud and projecting all points

onto it
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Feature extraction (dimension reduction)

1. PCA

Consider 2 correlated features x and y:

= a new “feature” (red dots e) can be constructed by
drawing a line through the cloud and projecting all points

onto it
= linear combination wix + wyy
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Feature extraction (dimension reduction)

1. PCA

Consider 2 correlated features x and y:

= a new “feature” (red dots e) can be constructed by
drawing a line through the cloud and projecting all points
onto it

= linear combination w;x + way

= PCA will find the “best” line according to 2 criteria: .
®  maximum variance of the red dots (i.e., spread along 11
black line)
>
= minimum distance to black line (i.e., length of red
lines) 't

NB: the above animation will only run with PDF readers having built-in JavaScript engine (ex: Adobe Reader, recent versions of Okular, etc.)
49 /54



Feature extraction (dimension reduction)

1. PCA

Consider 2 correlated features x and y:

= a new “feature” (red dots e) can be constructed by
drawing a line through the cloud and projecting all points
onto it

= linear combination wix + woy
= PCA will find the “best” line according to 2 criteria:

® maximum variance of the red dots (i.e., spread along

black line)
= minimum distance to black line (i.e., length of red
lines)

= "best” line = 1st eigenvector = 1st principal component

—— 1st eigenvector
- 2nd eigenvector
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Feature extraction (dimension reduction)

1. PCA

Consider 2 correlated features x and y:

= a new “feature” (red dots e) can be constructed by
drawing a line through the cloud and projecting all points
onto it

= linear combination wix + woy
= PCA will find the “best” line according to 2 criteria:

® maximum variance of the red dots (i.e., spread along

black line)
= minimum distance to black line (i.e., length of red
lines)

= "best” line = 1st eigenvector = 1st principal component

= we can project the data on the principal components, and
thereby reduce dimensionality
NB: if only one eigenvector was kept, the transformed data would have only one

dimension

2nd principal component

1st principal component
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Feature extraction (dimension reduction)

1. PCA

= PCA implementation steps (video link):

PCA i n a n u ts h eI | 3. com:\)uteucovarlance matrix

1. correlated hi-d data 2. center the points h(2.0 08)} covthu)=23hu
Cursh” means ‘height in Swati) ulos 06 "
* u - . o
° * h
— * Py < 4. eigenvectors + eigenvalues
5 s © N . 20 o,a‘ei_)\e‘
< = N
2 e y * h L0 06)le o)
2 e 20 08 [t Z )\ [0
° . T 08 061 ‘
* want dimension of eig(cov(data))

height [inches] highest variance

5. pick m<d eigenvectors
w. highest eigenvalues

f

7. uncorrelated low-d data 6. project data points to u
those eigenvectors *
. i=e=Yxe " ¢ ¥
Q | 3P
o e LR N h
o o’

fu] A\

52

54


https://www.youtube.com/watch?v=QP43Iy-QQWY

Feature extraction (dimension reduction)

1. PCA

EXERCICE:

PCA analysis on satellite image crops
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Feature extraction (dimension reduction)
1. PCA

Math reminders

variance o> = measure of the “spread” or “extent” of the data about some particular axis

= average of the squared differences from the mean

= square of standard deviation (o)

E,N:l(x" - %7

vary = 7
N =
zizl(}’i -9
vary = #

covariance = measure the level to which two variables vary together.” of the joint variability of two random variables

S i =201~ )

i=1

covy,y =
N-—1
- - var, cov,
covariance matrix = x XY
covy,y vary
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